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Abstract

Feint behaviors refer to a set of nuanced deceptive behaviors, which enable play-1

ers temporal and spatial advantages over opponents in competitive games. Such2

behaviors are crucial tactics in most competitive Multi-Player games (e.g., box-3

ing, fencing, basketball, motor racing, etc.). However, existing literatures do not4

provide comprehensive or concrete formalization for Feint behaviors, and their5

implications on game strategies. In this paper, we introduce the first comprehensive6

formalization of Feint behaviors at action-level and strategy-level, and provide7

concrete implementation and quantitative evaluation in Multi-Player games. The8

key idea of our work is to (1) allow automatic generation of Feint behaviors via9

Palindrome-directed templates, and combine them with intended high-reward ac-10

tions in a Dual-Behavior Model; (2) address Feint implications on game strategies11

in terms of the temporal, spatial and their collective impacts; and (3) provide a12

unified implementation scheme of Feint behaviors in existing MARL frameworks.13

The experimental results show that our design of Feint behaviors can (1) greatly im-14

prove the game reward gains; (2) significantly improve the diversity of Multi-Player15

Games; and (3) only incur negligible overheads in terms of time consumption.16

1 Introduction17

In most real-world Multi-Player Games (e.g., boxing, basketall, motor racing, etc.), players have18

complex behaviors and complicated interactions. Simulating these games usually requires to model19

the players’ behaviors into action spaces at action-level and explore strategies based on them Wampler20

et al. [2010], Won et al. [2021a]. Among commonly seen beahaviors in real-world games, Feint21

behaviors is a class of tactic behaviors which are used to mislead opponents to gain future strategic22

advantages. Such behaviors are generally nuanced in terms of movements (e.g., fake overhead punch23

in boxing, crossover in basketball, early-braking and fake running wide in motor racing, etc.), but24

could gain huge strategic advantages and increase the games’ diversity (Liu et al. [2021], Nota and25

Thomas [2020]). In game simulations, however, current literature general lack a comprehensive or26

concrete modeling of Feint behaviors in both action-level and strategy-level formalization. Wampler27

et al. [2010] mentioned Feint behaviors as a proof-of-concept to construct animations for nuanced28

game strategies with enhanced unpredictability. More recently, Won et al. [2021a] provides a set of29

pre-defined Feint behaviors for model animation, to optimize game strategies through training and30

generation via Reinforcement Learning. However, no work provides detailed formalization to address31

the action-level characteristic of Feint and provide Feint behavior generation guidelines. On the32

strategy-level, existing learning-based works either neglect Feint behaviors or implicitly assume that33

they are the same as other behaviors which could have same impacts on strategies through learning.34

We show that the existing learning-based approaches cannot effectively model Feint behaviors in35

strategy-level, since Feint behaviors require intricate planning which is an active process.36
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Our work provides the first comprehensive and concrete formalization of Feint behaviors in action-37

level and strategy-level. We first present an automatic way to generate Feint behaviors using38

Palindrome-directed Templates based on our observation on Feint characteristics, and provide39

Dual-Behavior Model to showcase the design consideration for combing Feint behaviors and40

follow-up actions. Based on the action-level formalization, we model the Feint behavior impacts41

on strategy-level in terms of the temporal, spatial, and their collective impacts under a learnable42

scheme. Then, we provide a concrete and unified implementation to incorporate the action-level and43

strategy-level formalizations in common Multi-Player Reinforcement Learning (MARL) frameworks44

to showcase the effectiveness of our formalization1.45

To properly examine the effectiveness of our formalization, we extensively construct a complex46

and physics-based boxing game as abstraction of some animation-related works Wampler et al.47

[2010], Won et al. [2021a]. We use a two-player and a 6-player scenario with 4 commonly used48

MARL models (MADDPG Lowe et al. [2017], MASAC Haarnoja et al. [2018], Iqbal and Sha [2019],49

MATD3 Ackermann et al. [2019], and MAD3PG Barth-Maron et al. [2018], Fan et al. [2021]) to50

extensively evaluate our formalization. We also evaluate our formalization of Feint in a stratigic51

real-game, Alpha Star, to evaluate the game diversity gain introduced by our formalization. The52

results show that our formalization of Feint could significantly increase the gaming rewards in all53

scenarios with all 4 MARL models. For the Diversity Gain, our method can increase the exploitation54

of the search space by 1.98X, measured by the Exploitability metrics. Our implementation scheme55

only incur less than 5% overheads in terms of per game episode time consumption. We conclude that56

our formalization of Feint behaviors is effective and practical, significantly increasing players’ game57

rewards and making Multi-Player Games more interesting.58

2 Background59

2.1 Feint Behaviors in the Real-World and Simulated Games60

Feint behaviors are common for human players, as a set of active actions to obtain strategic advantages61

in real-world games. Examples can include sports games such as boxing, basketball, and motor racing62

Güldenpenning et al. [2017, 2018], Hyman [1989], and electronic games such as King of Fighters63

and Starcraft Team [2021], Critch and Churchill [2021]. Feint behaviors are not simple deceptive64

behaviors as their goal is to not to gain rewards for themselves but to create temporal and spatial65

advantages for some short-term follow-up actions. In addition, Feint behaviors have nuanced action66

formalizations. Though Feint is undoubtedly important in many real-world games, there still lacks a67

comprehensive formalization of Feint in Multi-Player Game simulations using Non-Player Characters68

(NPCs). There are only a limited amount of works to tackle this issue. Wampler et al. [2010]69

is an early example of incorporating Feint as a proof-of-concept, which focuses on constructing70

animations for nuanced game strategies for more unpredictability from NPCs. More recently, Won71

et al. [2021b] uses a set of pre-defined Feint action sequences for the animation, which further serves72

under an optimized version of control strategies based on Online Reinforcement Learning (i.e. in73

animating combat scenes). However, these prior works (1) lack concrete formalizations of Feint74

behavior characteristics, which cannot fully unveil the variety of Feint behaviors in action-level;75

and (2) lack comprehensive explorations of Feint behaviors implications on game strategies, which76

neglects the potential impacts of fusing effective Feint behaviors into strategies; and (3) solely focus77

on Two-Player Games, which can not be effectively generalized to multi-player scenarios78

2.2 MARL Models at Strategy-Level in Multi-Player Game Simulations79

Multi-Agent Reinforcement Learning (MARL) aims to learn optimal policies for agents in a multi-80

agent environment, which consists of various agent-agent and agent-environment interactions2. Many81

single-agent Reinforcement Learning methods (e.g. DDPG Lillicrap et al. [2016], SAC Haarnoja82

et al. [2018], PPO Schulman et al. [2017] and TD3 Fujimoto et al. [2018], D4PG Barth-Maron et al.83

[2018]) can not be directly used in multi-agent scenarios, since the rapidly-changing multi-agent84

environment can cause highly unstable learning results (evidenced by Lowe et al. [2017]). Thus,85

1To deliver a unified definition of Feint behavior in both continuous and discrete action space, we highlight
the difference in appendix A.1

2Note that these efforts can establish Feint upon prior arts (as covered in appendix A.2), and we have justified
the novelty of our approach in appendix A.2.
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recent efforts on MARL model designs aim to address such an issue. Foerster et al. [2018] proposes86

Counterfactual Multi-Agent (COMA) policy gradients, which uses centralised critic to estimate87

the Q-function and decentralised actors to optimize agents’ policies. Lowe et al. [2017] proposes88

Multi-Agent Deep Deterministic Policy Gradient (MADDPG), which decreases the variance in policy89

gradient and instability of Q-function of DDPG in multi-agent scenarios. Iqbal and Sha [2019]90

proposes Multi-Agent Actor-attention Critic (MAAC), which applies attention entropy mechanism to91

enable effective and scalable policy learning. These models can have varied impacts within a diverse92

set of scenarios. Fan et al. [2021] introduces Multi-agent Distributed Deep Deterministic Policy93

Gradient (MAD3PG), which extends the D4PG to multi-agent scenarios with distributed critics to94

enable distributed tracking. Ackermann et al. [2019] proposes Multi-Agent Twin Delayed Deep95

Deterministic Policy Gradient (MATD3), which integrates twin delayed Q-learning and addressing96

the overestimation bias in Q-values in a multi-agent setting. Though different MARL models have97

different design details, they all share the same high-level learning structure. Thus, our goal is to98

provide a unified scheme to fuse our formalization of Feint behaviors into game simulations that99

could be learned using common MARL models, enabling effective Feint behaviors impacts regardless100

of specific design choices of MARL models.101

3 Formalizing Feint behavior102

We introduce our formalization of Feint behaviors in action level regarding (1) how to automatically103

generate Feint behavior with templates from common offensive behaviors; and (2) how can the104

generated Feint behaviors be synergistically combined with follow-up high-reward actions. We105

first introduce our methodology to automatically generate Feint behaviors, by exploiting our newly-106

revealed insight called Palindrome-directed Generation of Feint Templates. Next, we illustrate107

key design choices on how to combine the generated Feint behaviors with follow-up actions in a108

Double-Behavior Model, which forms the foundation for the designs of Feint -accounted strategy109

designs in Section 43.110

3.1 Feint behavior characteristics and templates111

Since Feint behaviors aim to provide deceptive attacks, they are naturally expected to be derived from112

a subset of existing offensive behaviors. Based on our exploration, we derive two key findings from113

an extensive amount of offensive behaviors. First, most offensive behaviors can be decomposed into114

three action sequences, which are Stretch-out Sequence (Sequence 1), Reward Sequence (Sequence115

2), and Retract Sequence (Sequence 3) (an example shown in the first row in Figure 1). We elaborate116

on each action sequence in detail.117

Sequence 1 delineates all the actions, by leading the agent movements to the Reward Sequence (in118

boxing, approaching the opponents before actually punching them); Sequence 2 contains actions119

that gain game rewards (in boxing, physical contact with the opponents); and Sequence 3 retracts120

an agent’s movements to a relative rest position (in boxing, retracting back to a preparation position121

for next behaviors). Second, body movements in Sequence 1 and Sequence 3 usually have semi-122

symmetric yet reverse-order action patterns in the timeline. A behavior usually starts and ends in a123

similar physical state due to physical restrictions (e.g., bones and muscles stretching restrictions for a124

humanoid).125

The above three-stage decomposition of offensive behaviors has motivated a series of constraints,126

to deliver proper design of Feint generators. To satisfy the above two requirements, we propose a127

Feint behavior template generator called Palindrome-directed Generation of Feint Templates, by128

extracting subsets of semi-symmetrical actions from an offensive behavior and synthesizing them as129

a Feint behavior. The general method to generate these templates are (1) by extracting subsets of unit130

actions from an attack behavior, a Feint behavior can be considered as a semi-finished real attack131

behavior. This ensures the high similarity of a generated Feint behavior with an attack behavior, thus132

3We choose boxing game as an example to concretely explain our insights for Feint behaviors in this section
but our formalization is a unified abstraction of common games and could be easily adapted to other games
including basketball, fencing, motor racing, etc.
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Figure 1: An example of Palindrome-directed Generation Templates of Feint behaviors. The first
row shows an action sequence of a cross-punch behavior. Three examples of templates are shown as
➊, ➋, and ➌ to demonstrate physically realistic generation of Feint behaviors.

opponents could be deceived; and (2) by synthesizing semi-symmetric action sections, the overall133

movements can be connected smoothly and the naturalness of humanoid actions can be guaranteed4134

3.2 Feint behavior in consecutive game steps135

Standalone Feint behaviors are meaningless in competitive games since the Feint behaviors themselves136

do not gain rewards for agents. Only by effectively combining Feint behaviors with intended137

follow-up actions could showcase their effectiveness. Thus, we define an effective Feint cycle138

as a Dual-Behavior Model, which jointly considers a Feint behavior and its intended follow-up139

behavior (could be a single action or an action sequence). Our formalization for standalone Feint140

behaviors (Section 3.1) already provides a large number of possible Feint behaviors. However, not141

all these morphologically reasonable Feint actions can be directly combined with all high-reward142

follow-up actions in combating scenarios. Therefore, certain constraints are demanded to construct143

effective combinations of Feint behaviors and follow-up actions. Hereby, we introduce two major144

considerations and then propose relevant restrictions, to enable naturalistic and suitable combinations145

of Feint behaviors and follow-up actions.146

(1) Physical Constraints: Physical constraints need to be accounted for when synthesizing Feint147

behaviors and follow-up actions. The ending physical state for a Feint behavior must be a state that148

is physically possible for an agent to perform the follow-up high-reward actions. For example, if149

a virtual character finishes Feint actions with the left foot forward, but the following attack action150

starts with the right foot forwarded, the synthesis of these two actions is inappropriate since this151

combination is physically unrealistic.152

To ensure that the combinations of Feint behaviors and follow-up actions obey the physical constraints,153

we use a Reverse Search Principle which decides the intended follow-up actions (behavior) first and154

then use the starting physical state of this behavior to search and compose proper Feint behaviors (a155

more detailed description combined with strategy is described in Section E). By first selecting an156

intended follow-up high-reward behavior, the end physical state of the Feint behavior is constrained157

to be close to the starting physical state of the follow-up behavior. Thus the composition of possible158

Feint behaviors using the Palindrome-directed templates should aim to start and end at a physical159

state that is close to the follow-up behavior.160

4Within our proposed template generator Palindrome-directed Generation of Feint Templates, there are
two key adjustable parameters in practice: (1) sequence composition positions for Feint templates; and (2)
sequence length for Feint templates. We describe our rationale in appendix B.
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Figure 2: Dual-action Model - high-level abstraction and demonstration of internal stage transitions

(2) Effectiveness: The effectiveness of the incorporation of Feint behaviors is evaluated by whether161

the following attack actions can successfully hit the opponent. A successful Feint behavior would162

usually enable an agent to gain temporal and spatial advantages when performing the follow-up163

behaviors. Thus, the two design parameters introduced in Section 3 play crucial roles in combining164

Feint with follow-up behaviors. The abstraction of an ideal Dual-Behavior model that could enable165

an agent with temporal and spatial advantage is illustrated in Figure 2 and a corresponding example166

is provided in Figure 5. An effective Feint behavior creates temporal advantages that make the167

opponents to defend in a wrong direction and enable temporal advantages to allow the follow-up168

high-reward behavior to successfully gain rewards on the opponents.169

To ensure the consistency and correctness of the understanding, we provide a detailed demonstration170

for successful and unsuccessful Feint cases in Appendix C.171

4 Formalizing Feint behaviors in strategy172

To effectively fuse the Feint beahviors using Dual-Behavior Model into game interaction, we provide173

the strategy-level formalization of Feint behaviors. We use Multi-Agent Reinforcement Learning174

(MARL) schemes to discuss our formalization of Feint behaviors in the strategy level, as MARL175

provides flexibility in exposing multiple adjustable parameters in learnable policy models. As176

discussed in generating Feint behaviors (Section 3.1) and composing them in the Dual-Behavior177

Models (Section 3.2), the key considerations for effective Feint cycle is to enable temporal and178

spatial advantages for an agent. Thus, our strategy-level formalization centers on how to address the179

temporal, spatial, and their collective impacts of Feint behaviors with a Dual-Behavior Models. A180

more concrete introduction for fusing of Feint into the MARL frameworks is presented in Section E.181

4.1 The Basic Formalization: Derivation and Limitations182

We first summarize two major limitations of existing works to justify that they cannot deliver a183

sufficient formalization of Feint in Multi-Player Games. Since there are no prior formalization, we184

discuss relevant works and derive the key features to discuss them in detail.185

➊ The basic formalization on temporal impacts is insufficient for Multi-Player Games. Multi-186

Player Games require agents to account for future planning for decision-making, which is critical187

for deceptive actions like Feint Mnih et al. [2013], Naik et al. [2019], Nota and Thomas [2020].188

Several works simplify the temporal impacts of deceptive game strategies in different gaming189

scenarios. Mnih et al. [2013] uses a discount factor γ to calculate the reward for following actions190

as
∑∞

t=0 γ
tRi(st, a

i
t, a

−i
t ) for agent i. However, such a method suffers from the "short-sight" issue191

Naik et al. [2019], since the weights for future actions’ rewards shrink exponentially with time, which192

are not suitable for all gaming situations (discussed in Nota and Thomas [2020]). More recently,193

Kim et al. [2022] applies a long-term average reward, to equalize the rewards of all future actions194

as 1
T

∑T
t=0 R

i(st, a
i
t, a

−i
t ) (i.e. for agent i). However, such a method is restricted by the "far-sight"195

issue, since there are no differentiation between near-future and far-future planning. The mismatch196
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between abstraction granularity heavily saddles with the design of Feint , because they use relatively197

static representations (e.g. static γ and T ). Therefore, they cannot be aware of any potential changes198

of strategies in different phases of a game. Hence, the temporal dimension is simplified hereby.199

➋ The basic formalization of spatial impacts are generally in simplified 2-player scenarios only,200

which cannot be effectively generalized to Multi-Player Game scenarios. Prior works, which attempt201

to fuse Feint into complete game scenarios, only consider two-player scenarios Won et al. [2021b], So202

et al. [2022]. However, in Multi-Player (more then two player) Games, gaming strategies (especially203

deceptive strategies) yield spatial impacts on other agents. Such impacts have been overlooked by204

all prior works. This is because an agent, who launches the Feint actions, can impact not only the205

target agent but also other agents in the scenario. Therefore, the influences of such an action needs206

to account for spatial impacts Liu et al. [2021]. Moreover, with a new dimension accounted, the207

interactions between them also raise a potential issue for their mutually collective impacts.208

4.2 Our formalization in a generalized game model209

Therefore, to deliver an effective formalization of Feint in Multi-Player Games, it is essential to210

consider the temporal, spatial and their collective impacts comprehensively. We first discuss the211

Temporal Dimension, then we elaborate our considerations on Spatial Dimension, and finally we212

summarize the design for the collective impacts from both temporal and spatial dimensions.213

Under commonly used MARL schemes, we define a K-agent Non-transitive Active Markov Game214

Model as a tuple ⟨K,S,A, P,R,Θ, U⟩: K = {1, ..., k} is the set of k agents; S is the state space;215

A = {Ai}Ki=1 is the set of action space for each agent, where there are no dominant actions; P216

performs state transitions of current state by agents’ actions: P : S ×A1 ×A2 × ...×AK → P (S),217

where P (S) denotes the set of probability distribution over state space S; R = {Ri}Ki=1 is the set of218

reward functions for each agent; Θ = {Θi}Ki=1 is the set of policy parameters for each agent; and219

U = {Ui}Ki=1 is the set of policy update functions for each agent.220

4.2.1 Temporal dimension: Influence time221

To formalize the temporal impacts of Feint behaviros based on our Palindrom-directed Templates222

and the Dual-Behavior Model, we use a Dynamic Short-Long-Term manner to emulate them, which223

differ from the prior works’ formalization (Section 4.1). The short-term period refers to a complete224

Dual-Behavior Model (Section 3.2), including a Feint behavior followed by an intended high-reward225

behavior led by the Feint . The long-term periods are the time steps after this Feint cycle. The226

rationale behind such a design choice is that: the purpose of Feint is to obtain strategic advantages227

against the opponent in the temporal dimension, aiming to benefit the follow-up high-reward behavior.228

Hence, the Dynamic Short-Long-Term temporal impacts of Feint shall be (1) the actions that follow229

Feint actions (e.g. actual attacks) in a short-term period of time should have a strong correlation230

to Feint ; (2) the actions in the long-term periods explicitly or implicitly depend on the effect of231

the Feint and its following actions; and (3) for different Dual-behavior models in different gaming232

scenarios, the threshold that divides short-term and long-term should be dynamically adjusted to233

enable sufficient flexibility in strategy making.234

For Dynamic Short-Long-Term, we use the time-step length of a Dual-Behavior Model st as235

the short-term planning threshold. For the short-term (the Dual-Behavior), which starts at time236

step t0 with actions of a Feint behavior {ait0 , ..., a
i
t0+sf} and actions of a high-reward behav-237

ior {ait0+sf+1, ..., a
i
t0+st} (sf denotes the Feint behavior length), we use a set of large weights238

α = {αt0 , ..., αt0+st} are used to calculate the reward:239

Rewshort−term(π
′

i, t0, st, α) = αt

t=t0+st∑
t=t0

Ri(st, a
i
t, a

−i
t ) (1)

since the purpose of Feint policy π′
i is to actively find effective combinations of Feint behaviors and240

high-reward behaviors in Dual-Behavior Models that could benefit in a short-term period. We then241

consider long-term planning after the short-term planning threshold st: we use a set of discount factor242

β = {βt0+st+1, ..., βT } on the long-term average reward calculation (proposed by Kim et al. [2022]),243
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to distinguish these reward from short-term rewards:244

Rewlong−term(π
′

i, t0, st, T, β) = βt
1

T

T∑
t=t0+st+1

Ri(st, a
i
t, a

−i
t ) (2)

where T denotes the end time of the game.245

Finally, we put them together to formalize the Short-Long-Term reward calculation mechanism, when246

an agent i plans to perform a Feint action at time t0 with a short-term planning threshold st and the247

end time of game T as:248

Rewtemporal(π
′

i, t0, st, T, α, β) = λshortRewshort−term(t0, st, α)+λlongRewlong−term(t0, st, T, β)
(3)

where λshort and λlong are weights for dynamically balancing the weight of short-term and long-term249

rewards for different gaming scenarios. λshort and λlong are initially set as 0.67 and 0.33 and are250

adjusted to achieve better performance with the iterations of training.251

4.2.2 Spatial dimension: Influence range252

The spatial advantage of Feint behaviors refers to deceive the opponents (i.e., change the opponents’253

actions from their original plans). In a Multi-Player Game (i.e. usually more than two players), the254

strict one-to-one relationship between two agents is not realistic, since an agent can impact both the255

target agent and other agents. Therefore, the influences on all other agents shall maintain different256

levels Liu et al. [2021]. Therefore, our work includes the spatial dimension of Feint impacts by fusing257

spatial distributions. The key idea of this design is to combine spatial distribution with the influence258

range during the game. More specifically, we incorporate Behavioral Diversity from Liu et al. [2021],259

to mathematically calculate and maximize the diversity gain of Feint actions on the influence range.260

We formalize the influence range of an action policy on K agent based on S × Ai × . . . × AK ,261

which follows a distribution of multi-to-one relationships T → (α1T(i,1), α2T(i,2), . . . , αKT(i,K)).262

The influence distribution can have different factors in different gaming scenarios. The spatial263

domain influence could be naturally represented by the observation space of agents. We demon-264

strate a set of commonly used observation parameters in boxing games Won et al. [2021a] where265

agent i plays against opponent −i: chosen action k of agent i Ak
i and opponent Aj

−i, the rel-266

ative positions p(i,−i), relative moving orientations o(i,−i), the linear velocities l_vel(i,−i),267

and angular velocities a_vel(i,−i). These observations could be composed in a vector V =268

(Ak
i , A

j
−i, p(i,−1), o(i,−i), l_vel(i,−i), a_vel(i,−i)). When a Feint policy π′

i is added, we aim to269

maximize the effective influence range under the influence distribution of Feint . Assuming an agent270

i maintains a policy pool Pi = {π1
i , π

M
i }, such influence distribution can be fused into Behavior271

Diversity measurement of the effective influence range by maximizing the discrepancy between the272

old influence effectiveness of policy occupancy measure ρπE
(T ) and the influence effectiveness273

when adding Feint policy of new policy occupancy ρπ′
i,πE−i

(V ′):274

maxπ′
i
Rewspatial(π

′

i, V
′) = Df (ρπ′

i,πE−i
(V ′) || ρπE

(V )) (4)

where the general f -divergence is used to measure the discrepancy of two distributions.275

4.3 Collective impacts: Influence degree276

Solely relying on Temporal Dimension and Spatial Dimension overlooks the interactions between277

them, and these two dimensions are expected to have mutual influences for a realistic modeling Liu278

et al. [2021]. Therefore, we consider the influence degree for the collective impacts.279

We formulate it for a Feint policy π′
i in a Multi-Player Game that starts at t0 and end at T as:280

Rewcollective(π
′

i) = µ1

k∑
i=1

Rewtemporal(i, π
′

i, t0, st, T, α, β)+µ2

st∑
t=t0

max
π
′
i

Rewspatial(π
′

i, V
′, t)

(5)
where temporal impacts Rewtemporal (Section 4.2.1) are aggregated on spatial domain and spatial281

impacts Rewspatial (Section 4.2.2) are aggregated on temporal domain. µ1 and µ2 denote the282
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weights of aggregated temporal impacts and spatial impacts respectively, enabling flexible adaption283

to different gaming scenarios. They are initially set as 0.5.284

In addition to the collective impacts of Feint itself in terms of temporal domain and spatial domain, our285

formalized impacts of Feint can also result in response diversity of opponents, since different related286

opponents (spatial domain) at different time steps (temporal domain) can have diverse response. Such287

diversity can be used as a reward factor that make the final reward calculation more comprehensive288

Nieves et al. [2021], Liu et al. [2021]. Thus, to incorporate such diversity together with our final289

reward calculation model, we refer to Liu et al. [2021] to characterize the diversity gain incurred290

by our collective impacts formalization. When the impact Rewcollective of Feint policy πM+1 in a291

M ×N payoff matrix APi×Pi
at when opponents choose policy πj

−i is collectively calculated, the292

derived diversity gain can be measured as follows:293

Rewcollective−diversity(π
M+1
i ) = D(aM+1 || APi×Pi

) (6)
294

aTM+1 := (Rewcollective(π
M+1
i , πj

−i))
N
j=1. (7)

where D(aM+1 || APi×Pi) represents the diversity gain of the Feint action on current policy space.295

We follow the method in Liu et al. [2021] for the quantification of diversity gain.296

5 Experimental Studies297

We first introduce our experimental methodology in Section 5.1. Then we report our major evaluation298

results in Section 5.2.299

5.1 Experimental Methodology300

Testbed Implementations. Due to the lack of a general benchmark, we selectively implement two301

scenarios under a customized manner. They consist of a “1 vs 1" boxing game; and a “3 vs 3" strategic302

game, based on widely-provided testbeds. We provide additional details on how our testbeds are303

designed and implemented in appendix D.304

MARL Models. We choose 4 commonly used MARL models: MADDPG Lowe et al. [2017],305

MASAC Haarnoja et al. [2018], Iqbal and Sha [2019], MATD3 Ackermann et al. [2019], and306

MAD3PG Barth-Maron et al. [2018], Fan et al. [2021] and incorporate them into testbed scenarios.307

A detailed elaboration, on how these models are incorporated (as well as how they are properly308

evaluated) during our experiments, are described in appendix D.2.309

Evaluation Metrics. Our main evaluation objective is the gaming rewards. We first examine the310

gaming outcomes when using the MADDPG, MASAC, MATD3, and MAD3PG MARL models, by311

comparing the per episode gaming rewards of agents across all scenarios5. We also evaluate other312

metrics, and report our results in appendix F.313

5.2 Experimental Results314

Figure 3 shows the game reward comparisons of using Feint behaviors or not in the Two-Player315

scenario (Section 5.1) for 4 MARL models. The first row shows the baseline results where all agents316

are trained normally, while the second row shows the results where the player labeled with "Good"317

incorporates Feint behaviors. In most of the baseline results (e.g., using MADDPG, MAD3PG, and318

MATD3), the two players’ rewards tend to progress to a similar level when after enough training319

iterations. For MASAC, the "Good" player seems to gain higher rewards than its opponents when320

the training iterations are large, but the advantage is not stable and such a phenomenon could likely321

be the instability of the MASAC algorithm itself . For all the results where Feint behaviors are322

incorporated, we could see a significant advantage gain for the "Good" player. Thus, our formalization323

of incorporating Feint behaviors could effectively improve the actual game rewards in two-player324

combating scenarios.325

5Note that these rewards are the actual game rewards (the reward that returned by the gaming environment),
which are not the rewards that policy models used to select actions or update parameters
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Figure 3: Comparison of Game Reward when using Feint and not using Feint in a 1 VS 1 scenario.

To further evaluate the effectiveness of our formalization of Feint behaviors in multi-player scenarios,326

Figure 4 shows the game reward comparisons in Six-Player scenario (Section 5.1) for 4 MARL327

models. The first row shows the baseline results while the second row shows the results where the328

player labeled with "Good 3" incorporates Feint behaviors. In all baseline results, all 6 players seem329

to achieve similar levels of rewards after enough training iterations. In comparison, in all results330

where the "Good 3" player incorporates Feint , it gains significantly more rewards than the opponents331

as well as its teammates. This result shows that our formalization of Feint could not only gain332

higher rewards towards the direct opponents, but also gain advantages among teammates who do not333

incorporate Feint . Another interesting observation is that there are no more symmetric patterns in334

the players’ rewards, showing that the gaming interactions in multi-player scenarios have enough335

complexity (Note that the scenario is not designed to be a zero-sum game).336

Figure 4: Comparison of Game Reward when using Feint and not using Feint in a 3 VS 3 scenario.

6 Conclusions337

This work introduces the first comprehensive formalization, implementation and quantitative evalu-338

ations of Feint in Multi-Player Games. We provide automatic generation of Feint behaviors using339

Palindrome-directed Templates and synergistically combine Feint with follow-up actions in Dual-340

Bahavior Model. The decision choices on the action-level are fused into strategy-level formalizations341

in game interactions. We provide a concrete implementation scheme to incorporate Feint into common342

MARL frameworks. The results show that our design of Feint can (1) greatly improve the reward343

gains from the game; (2) significantly improve the diversity of Multi-Player Games; and (3) only344

incur negligible overheads in terms of the time consumption. We conclude that our formalization of345

Feint is effective and practical, to make Multi-Player Games more interesting.346
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A Conceptual Clarifications482

Since this work spans multiple disciplines, there are a few clarifications to ensure the consistent483

understanding between our work and prior arts.484

A.1 Differences between actions and behaviors in our formalization485

To provide a unified definition of Feint behavior in both continuous and discrete action space, we486

highlight the difference between the terms action and behavior used in our formalization. We use487

action as the minimal unit movement in a unit time step, such as a unit step movement along the488

X and Y axis in a 2D board game, raising arms for a certain distance in a boxing game, turning489

steering wheels while applying brakes for a certain degree in a racing game, etc. This definition of490

action coincides with the commonly used definition of action in general MARL environments, which491

is intuitive to understand, simulate, and build our formalization of Feint upon it. One may argue492

that in some game simulations, combat movements like a cross punch are simply considered as one493

action, but one could always divide those movements into several unified unit-time-step actions to494

create a unified alignment in terms of time step in games. In terms of behavior, we refer to it as495

a combination of several actions in a sequence (e.g., a cross punch in boxing games). Thus, Feint496

could be naturally defined as a behavior that uses a sequence of actions to deceive opponents and497

lead to large reward actions in the near future. We first describe our observation of Feint behaviors’498

characteristics and introduce our formalization at the action level.499

A.2 Modeling Behaviors at Action-Level in Game Animation and Simulation500

Modeling characters’ behaviors (series of actions) in games could be divided into two categories501

based on the main purpose: animation-driven modeling or simulation-driven modeling, though502

animation and simulation are inherently closely correlated. Animation-driven methods mainly focus503

on modeling the behaviors themselves, with goals of producing a variety of nuanced and coherent504

action sequences. The interactions with the environment (whether physics-based or not) are generally505

considered after the modeling of the behaviors and are generally simplified to showcase the behaviors506

themselves. Patch-based generation is a direct way for such methods, which directly compose507

behaviors by combining pre-defined action sequences Won et al. [2021a]. This approach is widely508

adopted in the industry due to its high production efficiency, supported by an extensive amount of509

animation libraries (e.g. Mixamo Stefano Corazza and Nazim Kareemi [2022]) Lee and Lee [2006],510

Shum et al. [2008], Yersin et al. [2009]. However, in recent years, Learning-based generation511

dominates the field as they could automatically produce animated behaviors to mimic the styles of512

learned actions from the training inputs Lee et al. [2021], Peng et al. [2021]. On the other hand,513

simulation-driven modeling usually considers the full interactions with the environment in the first514

hand. These methods generally formalize the behavior modeling process using Reinforcement515

Learning (RL) based frameworks to fully explore the complicated space of physics-based action516

modeling . In our work, we use a animation-driven modeling with strong physical constraints to517

describe our observations of Feint behavior characteristics and use the general simulation-driven518

modeling in MARL schemes for learnable formalization of Feint in action and strategy levels.519
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B Feint Behavior Generator and the Resulting Templates520

Under the above three-stage decomposition of offensive behaviors, there are abundant possibilities to521

composing Feint behaviors from the three action sequences. However, to ensure physically realistic522

generation, we summarize two requirements that Feint behaviors must follow: (1) Feint behaviors523

should follow semi-symmetrical patterns to effectively deceive opponents and return to a rest position524

for follow-up moves. In boxing, a human player must retract the stretched-out limbs to the relatively525

rest position, before stretching out to perform an actual attack action. This is because the retraction526

requires recharging the force to contracted muscles; and (2) transitions between adjacent actions in527

different behaviors are expected to be smooth, as humanoid body movements must provide continuous528

movements.529

To satisfy the above two requirements, we propose a Feint behavior template generator called530

Palindrome-directed Generation of Feint Templates, by extracting subsets of semi-symmetrical531

actions from an offensive behavior and synthesizing them as a Feint behavior. The general method to532

generate these templates are (1) by extracting subsets of unit actions from an attack behavior, a Feint533

behavior can be considered as a semi-finished real attack behavior. This ensures the high similarity534

of a generated Feint behavior with an attack behavior, thus opponents could be deceived; and (2)535

by synthesizing semi-symmetric action sections, the overall movements can be connected smoothly536

and the naturalness of humanoid actions can be guaranteed. Within our proposed template generator537

Palindrome-directed Generation of Feint Templates, there are two key adjustable parameters in538

practice: (1) sequence composition positions for Feint templates; and (2) sequence length for Feint539

templates. We provide the rationales for these two key design choices.540

(1) Sequence composition positions for Feint templates: Determining which position to extract541

the subsets of action sequences needs to ensure that the extracted actions are semi-symmetrical and542

allow physically realistic connections. To this end, we could have three templates with different543

restrictions to exploit the composing patterns: (A) For template ➊, if there are similar physical states,544

which refer to the positions of all joints and stretching angles are similar (as shown in ➊ of Figure 1),545

actions before the first similar state and after the second similar state can be extracted and directly546

synthesized as a Feint behavior (shown in ➊ of Figure 1); (B) For template ➋, by cutting once at any547

time point in Sequence 1, action sequences before the selected point and the corresponding reversion548

can be synthesized as a Feint behavior (shown in ➋ of Figure 1); and (C) For template ➌, similar549

to the second situation, by cutting once at any time point in sequence 3, action sequences after the550

selected point and the corresponding reversion can be synthesized as a Feint behavior (as shown in551

➌ of Figure 1). With these considerations, the Feint behavior generation templates guarantee the552

naturalness of continuous movements via semi-symmetrical patterns.553

(2) Sequence length for Feint templates: The choices for the length of extracted action sequences554

in each template can vary greatly, since multiple actions in an offensive behavior can be extracted555

based on different time ranges. The available choices could be any time length that results in action556

sequences that satisfy the physical requirements discussed above (e.g. morphologically reasonable557

Template ➋ or Template ➌ in Figure 1). Note that it is also possible to construct nested Feint558

behaviors, given a large number of feasible extraction positions. We formalize this choice as a559

learnable parameter that needs to combine Feint behaviors with their intended follow-up actions560

(Section 3.2), and the learning adjustment is described in Section E.561
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C Demonstration of Feint Behaviors562

C.1 Demonstration of Feint Behaviors in Dual-Beahvior Models563

To explain the generation of physically realistic Feint behavior in a Dual-Behavior Model in detail,564

we use humanoid models: when selecting the corresponding actions (i.e. from Feint behaviors and565

then an attack behavior), the starting position (jointly connected body) of the second action should be566

the same as the ending position of the starting action. With such a principle, the joints of a character’s567

body can perform natural movements during the transition between these two behaviors. Figure 5568

demonstrates a physically realistic combination of a Feint behavior and a follow-up attack behavior.569

When checking the end of NPC A’s Feint behavior and the beginning of the Agent’s (left white agent)570

real attack, both the upper and lower body parts of NPC A perform the same postures (the left arm571

raised and the right arm charged, performing a punch for the upper body, and the left foot forward for572

lower body).573

Figure 5 provides a detailed example of a successful Feint behavior in a Dual-Behavior Model. We574

refer to the Agent as the white player on the left and its Opponent as the black player on the right,575

and describe the Feint behavior from the Agent perspective. The agent first performs a Feint behavior576

which is fake punch towards its opponent’s head, which leads the opponent to defend towards its577

head. However, the agent connects such Feint behavior with a follow-up hook towards the opponent’s578

waist. Due to the temporal advantage gained by the quick Feint behavior and the spatial advantage579

gained by deceiving the opponents to defend to wrong directions, the opponent would be knocked580

down by the follow-up behavior of the agent. Thus, a successful Feint behavior is performed in this581

Dual-Behavior Model.582

Figure 5: Dual-action Model - snapshots of the full process

C.2 Demonstration of Successful and Unsuccessful Feint Behaviors583

To enable a successful Feint behavior in a Dual-Behavior Model, the temporal and spatial advantages584

should be properly formalized. The advantages of combining Feint behaviors with follow-up high-585

reward actions stem from an appropriate time difference, incurred by Feint behaviors to mislead the586

opponents’ actions. If the length of a Feint behavior is too short, the following attack actions might587

not gain much advantage compared to actions combinations without Feint behaviors; and if the length588

of a Feint action is too long, the process to perform a Feint behaviors can leave sufficient time for the589

opponent to react and even attack back. We provide examples for these scenarios in Figure ??. We590

refer to the left white player as NPC A and describe the Feint from its perspective, and the right black591

agent NPC B is considered as its opponent.592

We use the timeline of the Dual-Behavior Model in Figure 2 to analyze and evaluate the three Feint593

behaviors. We use three key time points that are highlighted in Figure 6, Figure 7, and Figure!8 to594
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explain the action sequences, in which tB1 indicates the end of defense behavior while tA2 indicates595

the estimated start of reward in the second action sequence for NPC A and tB2 indicates the estimated596

start of reward in second action for NPC B. The three consequences mainly differ in these three key597

time points.598

1) Very short Feint behaviors tA2
< tB1

: The action sequence of simulation is shown in Figure 6,599

in which the Feint behaviorsduration is extremely short and the estimated start of reward in second600

action for NPC A (tA2 ) happens when NPC B is still in the first defense action (thus tA2 < tB1 ). As601

the sequence shows, the second real action of NPC A would not benefit much since NPC B is still in602

defense.603

Figure 6: Demonstration of unsuccessful Feint behavior when its too short

2) Proper length Feint behaviors tB1
< tA2

< tB2
: The action sequence of simulation is shown in604

Figure 7, in which the Feint behaviors have a moderate duration. The key difference of this duration605

is that the estimated start of reward in the second behavior for NPC A happens after the end of the606

defense behavior of NPC B and before the estimated start of reward in the second behavior for NPC607

B, thus showing the temporal advantages introduced in Section 3.2. With such temporal advantages,608

NPC A gains preemptive advantage over NPC B, inflicting rewards from NPC B (at time tA2 in609

Figure ??) before NPC B’s reward inflicting of second behavior starting (at time tB2 in Figure 3).610

When NPC A hits NPC B at tA2, the ongoing action of NPC B will be interrupted and NPC B would611

be knocked down.612

3) Very long Feint behaviors tA2
> tB2

: The action sequence of simulation is shown in Figure 8, in613

which the Feint actions duration is too long and the estimated start of reward in second behavior for614

NPC A (tA2
) happens after the estimated start of damage in second action for NPC B (tB2

). This615

condition has the opposite consequence of a moderate length Feint behaviors, in which NPC B can616

inflict rewards on NPC A before NPC A’s reward inflicting of the second behavior starts. When NPC617

B hits NPC A at tA2, the ongoing action of NPC A will be interrupted and NPC A would be knocked618

down.619

Thus, the choice of the time duration for Feint actions highly depends on the action combinations620

and the estimation of opponents’ actions, proving our observation in Section 3. Thus the learning to621

formalize such a choice in the strategy learning scheme (Section 4) is important to construct effective622

Feint behaviors with corresponding Dual-Behavior Models.623
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Figure 7: Demonstration of successful Feint behavior with proper length

Figure 8: Demonstration of unsuccessful Feint behavior when its too long

D Testbed Implementations624

Our main testbed game environment is a multi-player boxing game, which is based on OpenAI’s625

open-source environment Multi-Agent Particle Environment Mordatch and Abbeel [2017], but with626

heavy additional implementation to create a physically realistic scenario.This game resembles intense627

free fight scenarios in ancient Roman free fight scenarios Matz [2019], where interactions are intense628

and Feint is expected to be effective. We incorporate common boxing behaviors (action sequences) in629

boxing games. following the methodology in some animation and simulation works Wampler et al.630

[2010], Won et al. [2021b]. This handcrafted scenario contains complex physics-based interaction631

systems and fine-grained time steps to enable learning and generating Feint behaviors. A detailed632

description of the reward gaining system, environment parameters, and agent settings is presented in633

Appendix D.1. We also re-implement and extend a strategic real-world game, AlphaStar Arulkumaran634

et al. [2019], which is widely used as the experimental testbed in recent studies of Reinforcement635

Learning studies Risi and Preuss [2020], Liu et al. [2021]. We make extra efforts to emulate a636

six-player game, where players are free to have convoluted interactions with each other. And we637

implement Feint as dynamically generated policies, based on the 888 regular gaming policies.638
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D.1 Details of Boxing Game Scenario639

Our testbed game scenario is emulates a complex boxing game by modeling all the detailed combat640

behaviors except building the graphical rendering process. The reason we neglect the rendering641

process is that our main goal is to evaluate the effectiveness of formalization of Feint behaviors in642

multi-player games, and the building a real-time graphical rendering with such complex humanoid643

interactions would be a graphics paper itself. We fully emulate all the behavior details in our game644

simulation, thus our constructed game simulation is detailed enough to evaluate our formalization of645

Feint behaviors. We provide a detailed description of the game scenario here.646

We follow a similar boxing game scenario construction approach as Wampler et al. [2010], Won et al.647

[2021a], and model the full set of Mixamo Stefano Corazza and Nazim Kareemi [2022] 22 behaviors648

(action sequences) which contain over 250 available full body actions (illustrated in Figure 9).649

We extensively construct a gaming environment based on Multi-Agent Particle System Mordatch650

and Abbeel [2017] to incorporate these behaviors, which then could be seamlessly integrated with651

common MARL models.652

Figure 9: The full set of 22 behavior (action sequences) of a boxing game from Mixamo.

The players could move around in a 2D plane. We use a vector to model the physical state of players,653

which stores and tracks the body movements of a player. This vector tracks the positions of body654

parts: left and right limbs, the left and right legs, and the center body, which is used to select available655

combat behaviors (the transitions of body movements must be smooth as mentioned in Section 3.1656

and Section 3.2). With this setting, Feint behaviors could be naturally generated and incorporated657

into suitable Dual-Behavior Models. We follow the exact Mixamo dataset to model the length of658

the behaviors (the length of action sequences) and rewards the behaviors (e.g., a successful long659

punch would gain more rewards than a short punch.) Specifically, we measure the number of frames660

contained in all behaviors and normalize them to define unit time steps for action space and thus661

get the action sequence lengths for all behaviors. An example of game rewards and action sequence662

length of 5 behaviors are provided in Figure 10.663

D.2 Experimental Procedure664

We choose 4 commonly used MARL models: MADDPG Lowe et al. [2017], MASAC Haarnoja665

et al. [2018], Iqbal and Sha [2019], MATD3 Ackermann et al. [2019], and MAD3PG Barth-Maron666

et al. [2018], Fan et al. [2021] and incorporate them into testbed scenarios. Our implementation667

is based on Ackermann et al. [2020], which provides a unified MARL frameworks for the above668

models. We aim to test whether Feint behaviors could be uniformly and effectively learned using669

all these commonly used MARL models and how could Feint affect the game rewards for agents.670
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Figure 10: Demonstration of the game rewards and action sequence lengths of 5 Mixamo behaviors.

Note that our purpose is to verify the effectiveness of our formalization of Feint behaviors and not to671

compare or modify the MARL models themselves. We create two test scenarios, the first one with672

two players (one player per team) and the second one with six players (3 players per team). For all673

of these scenarios, we first train the agents without Feint as baselines using the 4 models. Then for674

the two-player scenario, we incorporate Feint on one player (shown as the Good player in Figure 3).675

For the six-player scenario, we select 1 agent in the Good team (labeled as Good 3 in Figure 4), to676

incorporate our formalization of Feint , and keep all other 3 agents regular. The reason for this design677

in the six-player scenario is that we want to not only test how Feint behaviors can affect the reward678

gain against direct opponents, but also see whether Feint could bring advantages for a player among679

its teammates. All the players are rewarded independently and the notion of the "Good" and "Adv"680

team does not mean that teammates have a shared reward (i.e., not explicit constraints that force681

them to cooperate). Note that all players have identical capabilities and are rewarded using the same682

mechanisms, thus Feint could be incorporated on any player. Our labeling choice here is to provide to683

a consistent way to track and analysis the game rewards. All experiments for the two-player scenario684

are trained for 75000 game iterations and all experiments for the two-player scenario are trained for685

150,000 game iterations.686
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E Implementation Details687

To provide a unified implementation scheme of Feint into most MARL frameworks, we choose to688

implement on the training iteration level and avoid changing the MARL models themselves. We689

create an additional policy model (e.g., MADDPG Lowe et al. [2017], MASAC Haarnoja et al. [2018],690

Iqbal and Sha [2019], MAD3PG Barth-Maron et al. [2018], Fan et al. [2021], MATD3 Ackermann691

et al. [2019], etc.) for each agent as the Feint policy, which works together with the regular policy692

models for agents but is trained and inferenced differently.693

Figure 11: Illustration of Feint behavior implementation in a game step

We implement the Feint behavior generation in an imaginary play module in training iterations694

(i.e., each game step). The imaginary play module decides whether an agent should initiate a Feint695

behavior, composes a Dual-behavior Model using Palindrom-directed templates, and utilizes the696

Feint reward calculation to evaluate the quality of the generated action sequence in the Dual-behavior697

model. The imaginary play will only be activated when no Dual-Action Model is in progress and the698

current physical state sc of an agent is close to a physical state sr where it is physically realistic for699

the agent to perform a high-reward action ai, while the possibility of performing ai is relatively low700

according to its regular policy model (i.e., action ai are highly likely to be diminished by other agents701

current actions). Thus, the purpose of Feint behavior is to lead the agent to a state sr where the agent702

could maximize the game environment reward by performing the intended high-reward action ai (i.e.,703

other agents are deceived by Feint to perform other actions which cannot effectively diminish the704

high-reward actions performed by the agent).705

When the imaginary play is activated, a series of actions that compose the Feint behavior is generated706

using the Palindrome-directed templates (Section 3.1), iteratively sampling actions from the agent’s707

Feint policy model. Note that when the agent’s Feint policy model would only select actions that are708

composed in offensive behaviors (set other actions possibilities to 0) in corresponding templates and709

use a reflection frame to compose a (semi-)palindrome which leads to the agent’s physical state sr.710

After composing the Feint behavior, a Dual-Behavior model is naturally created by performing the711

Feint behavior and followed by the some high-reward actions. The short-term reward can thus be712

calculated. After this Dual-Behavior action sequence, the imaginary play would play a few steps to713

incorporate the long-term reward. The collective reward (Section 4.2.2) can thus be calculated. This714

collective reward is then compared to an accumulated reward from an imaginary play using only the715

agent’s regular policy model in the same number of time steps. If the Feint collective reward is higher,716

the action sequence of the dual action model will be applied in the following real game steps. When717

a Dual-Action Model is in progress, the actions will not be sampled from the regular policy models.718

In the real game steps, where all the agents’ actions interact with the environment and the real game719

rewards are calculated, our formalization of Feint only changes the way to update the Feint policy720

models for agents. The Feint policy models are updated only when corresponding Dual-Behavior721

Models finish and are updated using the accumulated real game rewards for that period. The regular722

policy models are updated as usual settings (e.g., after some fixed steps - an episode).723
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F Additional Experimental Results724

We report the effects of Feint on ➊ diversity gain of policy space; and ➋ overhead of computation725

load. We examine the effects of Feint actions on how Feint can improve the diversity of gaming726

policies (Section 4.3). We also perform overhead analysis, incurred by fusing Feint formalization in727

strategy learning.728

F.1 Diversity Gain729

To examine the impacts on the policy diversity in games, we perform a comparative study between730

MARL training with and without Feint . Specifically, We use Exploitability and Population Efficacy731

(PE) to measure the diversity gain in the policy space. Exploitability Lanctot et al. [2017] measures732

the distance of a joint policy chosen by the multiple agents to the Nash equilibrium, indicating the733

gains of players compared to their best response. The mathematical expression of Exploitability is734

expressed as:735

Expl(π) =

N∑
i=1

(maxπ′
i
Rewi(π

′
i, π−i)−Rewi(π

′
i, π−i)) (8)

where πi stands for the policy of agent i and π−i stands for the joint policy of other agents. Rewi736

denotes our formalized Reward Calculation Model (Section 4.3). Thus, small Exploitability values737

show that the joint policy is close to Nash Equilibrium, showing higher diversity. In addition, we also738

use Population Efficacy (PE) Liu et al. [2021] to measure the diversity of the whole policy space. PE739

is a generalized opponent-free concept of Exploitability by looking for the optimal aggregation in the740

worst cases, which is expressed as:741

PE({πk
i }Nk=1) = minπ−imax1⊤α=1 ai>=0

N∑
k=1

αkRewi(π
k
i , π−i) (9)

where πi stands for the policy of agent i and π−i stands for the joint policy of other agents. α denotes742

an optimal aggregation where agents owning the population optimizes towards. Rewi denotes our743

formalized Reward Calculation Model (Section 4.3) and opponents can search over the entire policy744

space. PE gives a more generalized measurement of diversity gain from the whole policy space.745

Figure 12 shows the experimental results for evaluating diversity gains. From the figure, we obtain746

two observations. First, agents that can dynamically perform Feint actions (Agent 1, 2, and 3) achieve747

lower Exploitability (around 4.9× 10−2) compared to agents who perform regular actions (around748

9.7×10−2) and have higher PE (lower negative PE - around 5.3×10−2) than those who only perform749

regular actions (around 1.2 × 10−2). This result shows that our formalized Feint can effectively750

increase the diversity and effectiveness of policy space. Second, agents with Feint have slightly higher751

variations in both metrics. This is because Feint naturally incurs more randomness (e.g. succeed or752

not) in games, resulting in higher variations in metrics.753

Figure 12: Diversity gain for agents, in terms of the exploitablity and the negative population efficacy.

F.2 Overhead Analysis754

Figure 13 shows the results of our overhead analysis. We make two observations. First, fusing Feint755

in MARL training do incur some overhead increment in terms of running time. This is because the756
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formalization and fusion of Feint in MARL incur additional calculation load. Secondly, in both757

MADDPG models and MAAC models, the increased overhead is generally lower than 5%, which still758

indicates that our proposed formalization of Feint actions can have enough feasibility and scalability759

on fusing with MARL models. Note that even we use two policy models for each agent in our760

implementation, our designs restrict that only one model is inferenced in each game step (Section E),761

thus the overhead is low.762

1
V

S
1

3
V

S
3

Figure 13: Overhead of Feint the 1 VS 1 and 3 VS 3 scenarios using 4 MARL models.
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NeurIPS Paper Checklist763

The checklist is designed to encourage best practices for responsible machine learning research,764

addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove765

the checklist: The papers not including the checklist will be desk rejected. The checklist should766

follow the references and precede the (optional) supplemental material. The checklist does NOT767

count towards the page limit.768

Please read the checklist guidelines carefully for information on how to answer these questions. For769

each question in the checklist:770

• You should answer [Yes] , [No] , or [NA] .771

• [NA] means either that the question is Not Applicable for that particular paper or the772

relevant information is Not Available.773

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).774

The checklist answers are an integral part of your paper submission. They are visible to the775

reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it776

(after eventual revisions) with the final version of your paper, and its final version will be published777

with the paper.778

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.779

While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a780

proper justification is given (e.g., "error bars are not reported because it would be too computationally781

expensive" or "we were unable to find the license for the dataset we used"). In general, answering782

"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we783

acknowledge that the true answer is often more nuanced, so please just use your best judgment and784

write a justification to elaborate. All supporting evidence can appear either in the main paper or the785

supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification786

please point to the section(s) where related material for the question can be found.787

IMPORTANT, please:788

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",789

• Keep the checklist subsection headings, questions/answers and guidelines below.790

• Do not modify the questions and only use the provided macros for your answers.791

1. Claims792

Question: Do the main claims made in the abstract and introduction accurately reflect the793

paper’s contributions and scope?794

Answer: [Yes]795

Justification: The abstract accurately describes our main ideas, paper structures, and contri-796

butions.797

Guidelines:798

• The answer NA means that the abstract and introduction do not include the claims799

made in the paper.800

• The abstract and/or introduction should clearly state the claims made, including the801

contributions made in the paper and important assumptions and limitations. A No or802

NA answer to this question will not be perceived well by the reviewers.803

• The claims made should match theoretical and experimental results, and reflect how804

much the results can be expected to generalize to other settings.805

• It is fine to include aspirational goals as motivation as long as it is clear that these goals806

are not attained by the paper.807

2. Limitations808

Question: Does the paper discuss the limitations of the work performed by the authors?809

Answer: [Yes]810
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Justification: Limitation discussed in the Discussions.811

Guidelines:812

• The answer NA means that the paper has no limitation while the answer No means that813

the paper has limitations, but those are not discussed in the paper.814

• The authors are encouraged to create a separate "Limitations" section in their paper.815

• The paper should point out any strong assumptions and how robust the results are to816

violations of these assumptions (e.g., independence assumptions, noiseless settings,817

model well-specification, asymptotic approximations only holding locally). The authors818

should reflect on how these assumptions might be violated in practice and what the819

implications would be.820

• The authors should reflect on the scope of the claims made, e.g., if the approach was821

only tested on a few datasets or with a few runs. In general, empirical results often822

depend on implicit assumptions, which should be articulated.823

• The authors should reflect on the factors that influence the performance of the approach.824

For example, a facial recognition algorithm may perform poorly when image resolution825

is low or images are taken in low lighting. Or a speech-to-text system might not be826

used reliably to provide closed captions for online lectures because it fails to handle827

technical jargon.828

• The authors should discuss the computational efficiency of the proposed algorithms829

and how they scale with dataset size.830

• If applicable, the authors should discuss possible limitations of their approach to831

address problems of privacy and fairness.832

• While the authors might fear that complete honesty about limitations might be used by833

reviewers as grounds for rejection, a worse outcome might be that reviewers discover834

limitations that aren’t acknowledged in the paper. The authors should use their best835

judgment and recognize that individual actions in favor of transparency play an impor-836

tant role in developing norms that preserve the integrity of the community. Reviewers837

will be specifically instructed to not penalize honesty concerning limitations.838

3. Theory Assumptions and Proofs839

Question: For each theoretical result, does the paper provide the full set of assumptions and840

a complete (and correct) proof?841

Answer: [Yes]842

Justification: All the theorems, formulas, and proofs in the paper are well stated and843

referenced.844

Guidelines:845

• The answer NA means that the paper does not include theoretical results.846

• All the theorems, formulas, and proofs in the paper should be numbered and cross-847

referenced.848

• All assumptions should be clearly stated or referenced in the statement of any theorems.849

• The proofs can either appear in the main paper or the supplemental material, but if850

they appear in the supplemental material, the authors are encouraged to provide a short851

proof sketch to provide intuition.852

• Inversely, any informal proof provided in the core of the paper should be complemented853

by formal proofs provided in appendix or supplemental material.854

• Theorems and Lemmas that the proof relies upon should be properly referenced.855

4. Experimental Result Reproducibility856

Question: Does the paper fully disclose all the information needed to reproduce the main ex-857

perimental results of the paper to the extent that it affects the main claims and/or conclusions858

of the paper (regardless of whether the code and data are provided or not)?859

Answer: [Yes]860

Justification: Implementation and experimental details are introduced in Section E and861

Section D.1.862

Guidelines:863
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• The answer NA means that the paper does not include experiments.864

• If the paper includes experiments, a No answer to this question will not be perceived865

well by the reviewers: Making the paper reproducible is important, regardless of866

whether the code and data are provided or not.867

• If the contribution is a dataset and/or model, the authors should describe the steps taken868

to make their results reproducible or verifiable.869

• Depending on the contribution, reproducibility can be accomplished in various ways.870

For example, if the contribution is a novel architecture, describing the architecture fully871

might suffice, or if the contribution is a specific model and empirical evaluation, it may872

be necessary to either make it possible for others to replicate the model with the same873

dataset, or provide access to the model. In general. releasing code and data is often874

one good way to accomplish this, but reproducibility can also be provided via detailed875

instructions for how to replicate the results, access to a hosted model (e.g., in the case876

of a large language model), releasing of a model checkpoint, or other means that are877

appropriate to the research performed.878

• While NeurIPS does not require releasing code, the conference does require all submis-879

sions to provide some reasonable avenue for reproducibility, which may depend on the880

nature of the contribution. For example881

(a) If the contribution is primarily a new algorithm, the paper should make it clear how882

to reproduce that algorithm.883

(b) If the contribution is primarily a new model architecture, the paper should describe884

the architecture clearly and fully.885

(c) If the contribution is a new model (e.g., a large language model), then there should886

either be a way to access this model for reproducing the results or a way to reproduce887

the model (e.g., with an open-source dataset or instructions for how to construct888

the dataset).889

(d) We recognize that reproducibility may be tricky in some cases, in which case890

authors are welcome to describe the particular way they provide for reproducibility.891

In the case of closed-source models, it may be that access to the model is limited in892

some way (e.g., to registered users), but it should be possible for other researchers893

to have some path to reproducing or verifying the results.894

5. Open access to data and code895

Question: Does the paper provide open access to the data and code, with sufficient instruc-896

tions to faithfully reproduce the main experimental results, as described in supplemental897

material?898

Answer: [No]899

Justification: Our main contribution is a unified formalization of Feint behaviors which900

could be widely adapted to most commonly used MARL frameworks. We have provided a901

detailed description of the codebase our implementation is based on in Section 5.1.902

Guidelines:903

• The answer NA means that paper does not include experiments requiring code.904

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/905

public/guides/CodeSubmissionPolicy) for more details.906

• While we encourage the release of code and data, we understand that this might not be907

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not908

including code, unless this is central to the contribution (e.g., for a new open-source909

benchmark).910

• The instructions should contain the exact command and environment needed to run to911

reproduce the results. See the NeurIPS code and data submission guidelines (https:912

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.913

• The authors should provide instructions on data access and preparation, including how914

to access the raw data, preprocessed data, intermediate data, and generated data, etc.915

• The authors should provide scripts to reproduce all experimental results for the new916

proposed method and baselines. If only a subset of experiments are reproducible, they917

should state which ones are omitted from the script and why.918
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• At submission time, to preserve anonymity, the authors should release anonymized919

versions (if applicable).920

• Providing as much information as possible in supplemental material (appended to the921

paper) is recommended, but including URLs to data and code is permitted.922

6. Experimental Setting/Details923

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-924

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the925

results?926

Answer: [Yes]927

Justification: Details are provided in Section D.1928

Guidelines:929

• The answer NA means that the paper does not include experiments.930

• The experimental setting should be presented in the core of the paper to a level of detail931

that is necessary to appreciate the results and make sense of them.932

• The full details can be provided either with the code, in appendix, or as supplemental933

material.934

7. Experiment Statistical Significance935

Question: Does the paper report error bars suitably and correctly defined or other appropriate936

information about the statistical significance of the experiments?937

Answer: [TODO]938

Justification: [TODO]939

Guidelines:940

• The answer NA means that the paper does not include experiments.941

• The authors should answer "Yes" if the results are accompanied by error bars, confi-942

dence intervals, or statistical significance tests, at least for the experiments that support943

the main claims of the paper.944

• The factors of variability that the error bars are capturing should be clearly stated (for945

example, train/test split, initialization, random drawing of some parameter, or overall946

run with given experimental conditions).947

• The method for calculating the error bars should be explained (closed form formula,948

call to a library function, bootstrap, etc.)949

• The assumptions made should be given (e.g., Normally distributed errors).950

• It should be clear whether the error bar is the standard deviation or the standard error951

of the mean.952

• It is OK to report 1-sigma error bars, but one should state it. The authors should953

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis954

of Normality of errors is not verified.955

• For asymmetric distributions, the authors should be careful not to show in tables or956

figures symmetric error bars that would yield results that are out of range (e.g. negative957

error rates).958

• If error bars are reported in tables or plots, The authors should explain in the text how959

they were calculated and reference the corresponding figures or tables in the text.960

8. Experiments Compute Resources961

Question: For each experiment, does the paper provide sufficient information on the com-962

puter resources (type of compute workers, memory, time of execution) needed to reproduce963

the experiments?964

Answer: [Yes]965

Justification: Details are described in Section D.1966

Guidelines:967

• The answer NA means that the paper does not include experiments.968
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,969

or cloud provider, including relevant memory and storage.970

• The paper should provide the amount of compute required for each of the individual971

experimental runs as well as estimate the total compute.972
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